Assignment 3
Dr. Eick’s COSC 6368 Fall 2004
Reinforcement Learnining & Bayes’ Theorem & Belief Networks & Foundations of AI
Weights: 12:*****, 13:*;14:*;15*; 16:***; 17:***** 18:**
Deadlines: 12-14: November 18 in class; problem 15+16+17 Dec. 2 in class; problems 18: December 7 in class.
Last updated: November 30, 11a
12) Reinforcement Learning for the XYZ World

a) Compute the utility of the different states in the XYZ World (starting with initial utility value of 0 for each state) by running Bellman update for 200 iterations for =1 and =0.2.  Interpret the results! If you run into unusual numerical problems, use the “more complicated” approach that is described in Fig. 17.4 of the textbook. 

b)  Using temporal difference learning, compute the utilities of states of a policy P that traverses states of the XYZ world as follows: 1-2-3-6-5-8-6-9-10-8-6-5-7-4-1-2-5-7-4-1. Run the TD-Learning algorithms for 20 loops
 using the policy P with =0.2 and =0.5; report the utility values; then run the TD-Learning algorithm for 20 more loops but reversing the rewards associated with states (positive rewards become negative, and negative rewards become positive; e.g. a reward of +9 would be associated with state 6, and a reward of -3 would be associated with state 5). Interpret the results! Is this form of learning suitable to cope with changes of the reward function? Also briefly compare the results of the first part of the experiment for question b with the results you obtained for question a. 
13) TD-Q-Learning 

Assume the following state space is given, in which an agent can execute actions a (denoted by the red arrow) and b (denoted by the black arrow). 





The agent receives a specific reward for reaching a particular state (+9 for reaching state 0, +8 for reaching state 1, and –12 for reaching state 2). For example, if the agent applies action a in state 0 he reaches state 1 and obtains a reward of +9 that is associated with state 0). Assume TD Q-learning (see page 776 of our textbook) is applied to this problem. The agent executes the action sequence a,a,a,b,a,b; how does the Q-table look like after the agent executed the 6 actions (assume that the initial Q-values are 0, and that the learning rate is 0.5 and the discount factor  is 1.0)? Indicate every update in Q-values in a table for each step.

Interpret the Q-Table you obtained! What does this particular Q-table tell the agent about what behavior is most beneficiary? 
14) Bayes’ Theorem 

a) The following predicates are given: 
Rain:= "It will rain tommorow" 
Cloudy:= "The sky is cloudy today" 
Humid:= "It is humid today" 
Cold:= "it is cold today" 
Moreover, P(Rain)= 0.1 P(Cloudy|Rain)=0.8 P(Humid|Rain)=0.9 P(Cold|Rain)=0.2 P(Cloudy)=0.6 P(Humid)=0.8 P(Cold)=0.4 

Will it (usually) rain tomorrow --- compute: 
$P(Rain|Cloudy and Humid and Cold) and 
P(Rain|Cloudy and Humid)

b) Bayes's theorem is usually applied making the so called conditional independence. Explain the assumption by referring to the example a (explain what was assumed to be independent in your solution of problem a).
15) D-separability in Belief Networks

a) Consider the following belief network that consists of variables A, B, C, D, E, F all of which have two states {true, false} and whose structure is depicted below is given.

               B

A                              D           E                           F           

               C

Which of the following statements are implied by the indicated network structure; answer yes and no and give reasons for your answers!  
1. P(A,D|C) = P(A|C)*P(D|C)  2points
2. P(A,F|E,B)=P(A|E,B)*P(F|E,B)  5points
3. P(C|E)=P(C)  3points
Answers:

1. No
, the path A-B-D is not blocked 

2. Yes
, A(B(F is blocked, because B is in the evidence set

           A-C-D(E(F is blocked, because E is in the evidence set

           A-B-D(E(F is blocked, because E is in the evidence set
           A-C-D(B(F is blocked, because B is in the evidence set
3. No, the path C-A-B-F-E is not blocked
, neither node on the path satisfies the (not_in_evidence_pattern(
Grading Guidelines:

0 points  if the wrong answer is given

-1 point for the first and third answer, if the path violating d-separation is not mentioned or additional paths are mentioned that violate d-separation.

-2 point if only 2 of the 3 correct paths are mentioned 

-3 points if only 1 of the 3 paths is mentioned

16) Belief Network Design / Belief Network Computations
Assume that John and Fred do not know each other and live in different parts of town, and take a (different) bus to UH to attend the same class. If their bus is late they will be late for school; moreover, both use the same commercial wakeup service, and will be late to school if the wakeup service fails to call them; you can assume if the wakeup service fails (e.g. an employee does not come to work) both will come late to school. Assume you have to model this information using a belief network that consists of the following variables that have boolean ({true,false}) states:
· Walkup-service-fails: The wakeup service fails (short WSF)

· Fred-bus-late: Fred’s bus is late (short FBL)

· John-bus-late: John’s bus is late (short JBL)

· John-late: John is late at school (short JL)

· Fred-late: Fred is late at school (short FL)

Furthermore, you can assume that if their bus is on time and their wakeup service does not fail, a student will be on time for class in 99 of 100 cases (that is, there is a “residual” probability of 0.01 that John or Fred are late “for other reasons”).  Moreover, assume that the probability that the wakeup service fails is 0.01, the probability that Fred’s bus is late is 0.1, and the probability that John’s bus is late is 0.08.

1. Design the structure of a belief network that involves the above variables! Next specify the probability tables for your network design.
2. Using your results from the previous step, compute P(Fred-bus-late=true|Fred-late=true) (P(FBL|FL))  by hand! Explain all non-trivial steps in your computation!
17) Designing a Belief Network to Diagnose Huntington Disease
Assume a belief network with a particular structure is given for Huntington disease. Furthermore the following constraints have been provided (for details see Wordfile that contains the network structure and the constraints; Wordfile with Constraints of HD-GBBN only) with respect to the assumed belief network structure. This knowledge has been been obtained through extraction from a Huntington Disease Profile and through interviewing domain experts. Provide probability tables for the given belief network structure (using Netica or any other belief network tool) that implements those constraints correctly. Submit the results of running your belief network for the following cases:
a) nothing is known
b) patient has Chorea
c) test showed CAG-repeat is 44 
d) test showed CAG-repeat of 60 and psychiatric disturbances 
e) patent has psychiatric disturbances and abnormalities in Cognition 
f) patient has positive family history and has been symptom free and is 48 years old.

Write a 1-page report that briefly discusses how you solved the problem. In summary, you submit a 1-page report, your belief network including probability tables, and the answers your belief network provided for questions a-f

Links to download belief network tools: 

· BNJ: http://www.kddresearch.org/Groups/Probabilistic-Reasoning/BNT/
· Netica: http://www.norsys.com/download.html
· Hugin Lite: http://www.hugin.com/Products_Services/Products/Demo/
· MSBNx: http://www.research.microsoft.com/adapt/MSBNx/
18) Foundations of AI
Solve either problem 26.1 or 26.2 or 26.3 or 26.7 of the textbook. Limit your answer to 1-1.5 single-spaced pages.

Netica: http://www.norsys.com/download.html
· Hugin Expert Demo: http://www.hugin.com/Products_Services/Products/Demo/
· MSBNx: http://www.research.microsoft.com/adapt/MSBNx/
·  BNJ: http://www.kddresearch.org/Groups/Probabilistic-Reasoning/BNT/
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� As in the previous task use 0 as the initial utility of a state; however, do not reinitialize the utilities after 20 loops have been completed.


� Alternatively, students can mention that the path A(B(F(E(D  is not blocked, which is also a correct answer.


� Alternatively, a student could argue that every path between A and F has to go through B or E both of which satisfy the (inEvidence( or the (inEvidence( pattern and are therefore blocked; consequentlly all paths are blocked and A and F are d-seperable given {B,E}. 


� It is important to note that the three other paths go through D are all blocked because  of the (D( pattern is present in those paths.





2
5

